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LLMs

Summarization

Classification

Question Answering

Recommendation

Language Translation

Code Explanation

Style Transfer

… and more!

ChatGPT is an LLM, a type of AI 



AI 
is all about mapping

 inputs 
and 

outputs.



Source: 
https://www.google.com/search?sca_esv=273bce3ac407dff9&sca_upv=1&rlz=1C5CHFA_enUS1109US1109&q=chatgpt+news&tbm=nws&source=univ&tbo=u&sa=X&ved=2ahUKEwjY39bQid2IAxXVGtAFHeWVCcQQt8YBKAF6BAgfEAQ&biw=1130&bih=831&dpr=2

Input:
Voice signal

 Output:
Text



Source: https://alphafold.ebi.ac.uk/

Input:
Protein’s amino acid sequence

 Output:
Protein’s 3D structure



Source: https://openai.com/index/dall-e-3/

Input:
Text

 Output:
Image



Input:
Image

 Output:
Text (Diagnosis)



We’re going to talk 
about how AI works –
There are a lot of moving 
parts, it’ll all tie together 
at the end.



Why? Intuition is 
really helpful for 
solving problems.
If you want to effectively use 
your tools, you need to know 
something about your tools.



Why? Intuition is 
really helpful for 
solving problems.
If you want to effectively use 
your tools, you need to know 
something about your tools.

= Make the 
world a 
better place
w/ advanced
AI tools 



AI

Machine Learning

Neural Networks

Rules
Deep Learning⭐

https://en.wikipedia.org/wiki/Artificial_intelligence

Techniques for AI



AI

Machine Learning

Neural Networks

Rules
Deep Learning⭐

Source: https://en.wikipedia.org/wiki/Artificial_intelligence

Techniques for AI

WE
ARE
HERE



RULE(PATIENT, COUGHING) → FLU

RULE(PATIENT, COUGHING, ELDERLY) → DEATHLY FLU

Rules

Pros/Cons?
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Machine Learning

Neural Networks

Rules
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ARE
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How do neural networks 
deal with words?

Neural networks are 
really good at dealing 

with numbers.



harmonica

cat

dog

The Foundation of AI Systems!

Plot the words 
on a graph! 

This assigns 
them 

numbers so 
the computer 
can work with 

them!
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harmonica

cat

dog

In 2D!



dog

harmonica

cat

What about 3D?
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What about 4D?



dog

harmonica

cat

We can’t really visualize higher dimensions, we end up having to project 
down to 2D or 3D. But we can use our imagination, and math tools like 
meshes and nets to understand what’s happening up there!

What about 4D?



dog

harmonica

cat

We can’t really visualize higher dimensions, we end up having to project 
down to 2D or 3D. But we can use our imagination, and math tools like 
meshes and nets to understand what’s happening up there!

What about 4D?

We have to have some 
way to get these lists…



Neural networks are trying to find the 
best equation to map inputs 
to outputs.

Source: https://en.wikipedia.org/wiki/Artificial_intelligence

How can a neural network help us w/ this?



Neural networks are trying to find the 
best equation to map inputs 
to outputs.

How do they do this? 

1. Start with random numbers
2. See how far off output is
3. Update the equation
4. Repeat 1-3 until we’re at a minimum!

How can a neural network help us w/ this?

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



Yer a wizard Harry → yer, a
Yer a wizard Harry → a, wizard
Yer a wizard Harry → wizard, Harry

We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!

Yer a wizard Harry
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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1. Randomly 
initialize the 
values in the 

neural network!

We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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2. Compare the output of the 
NN to the “correct” output 

based on our text.
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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3. Backpropagation: Use those differences from 
step 2 to update the values in the neural network!

We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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We’re a little closer! Let’s adjust again…
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3. Backpropagation: Use those differences from 
step 2 to update the values in the neural network!
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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2. Compare the output of the 
NN to the “correct” output 

based on our text.
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We’re a little closer again! Let’s adjust 

again again…
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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And at some point we decide that we’re happy with how 
close the output is to the “correct” output, and 

stop updating the numbers.

✅
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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We can turn text into input, output pairs and give 
it to the neural network, and it can make the lists!
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✅ We got the lists! 
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✅ We got the lists!

How many dimensions are there?
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✅ We got the lists!

How many dimensions are there? 4
In reality, models often have 1000s of dimensions.



Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space

We graph words w/ our lists in 3D & we see analogies!



Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space

We graph words w/ our lists in 3D & we see analogies!
So what does the neural network know about?

Knowledge: 
Royalty, Gender

English Language 
Structure

Knowledge: 
Geography
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Back to this dimensions thing real quick…

How many dimensions are there? 4
In reality, models often have 1000s of dimensions.



https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space

How many dimensions do we need?

In 1D, we can only capture 1 
type of information about 

objects: the sandwich-y-ness

sandwich-y-ness



In 2D, we can capture 2 
pieces of information about 

objects: the sandwich-y-ness 
and the desert-y-ness.

How many dimensions do we need?

Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space



In 3D, we can capture 3 
pieces of information 

about objects: the 
sandwich-y-ness, the 

desert-y-ness, and the 
liquid-y-ness.

In reality, each of the dimensions captures way more 
than 1 type of info (4096 dimensions = not enough, 

these models learn way more than 4096 things). But 
same idea: more dimensions, more information!

How many dimensions do we need?

Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space



Why not just have literally as many 
dimensions as possible?

- 💰 Expensive
- Few people can run AI models that big on their own

- 📊 Performance gains stop b/c math reasons
- Overfitting
- Curse of Dimensionality



But there’s a problem…



the cat and the ______

Let’s play a game – fill in the blank:



the cat and the ______
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Let’s play a game – fill in the blank:
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Let’s play a game – fill in the blank:
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Let’s play a game – fill in the blank:



over the ______

Let’s play a game – fill in the blank:



over the ______

Source: https://search.app.goo.gl/DhZX1C3
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line

hill

moon

course

rainbow

mitochondria

Let’s play a game – fill in the blank:

Pros/Cons?



So, there can be multiple ways to 
complete the same sentence.

We’re going to have to have our neural 
network see a ton of sentences if we want 

it to know that.



The Internet

Where can we get a ton of sentences?



If our text and input, output pairs come from 
medical data…

The patient, a 26-year-old male with a history of hypertension and 
type 2 diabetes mellitus, presented with complaints of persistent 
chest pain radiating to the left arm and shortness of breath. On 

examination, his blood pressure was elevated at 160/95 mmHg, and an 
electrocardiogram (ECG) showed ST-segment elevation in the anterior 
leads, suggestive of an acute myocardial infarction. Blood tests 
revealed elevated troponin levels, confirming cardiac injury. The 

patient was immediately started on aspirin, clopidogrel, and heparin, 
and a decision was made to proceed with emergency coronary 

angiography, which revealed a significant blockage in the left 
anterior descending artery. A stent was successfully placed, and the 
patient was transferred to the intensive care unit for monitoring and 

further management.

ChatGPT wrote this – thanks ChatGPT!



If our text and input, output pairs come from 
computer science data…

The software application was developed using Python 3.9 and employs a 
microservices architecture to enhance scalability and 

maintainability. Each microservice communicates through RESTful APIs, 
with data exchanged in JSON format. The backend services are 

containerized using Docker and orchestrated with Kubernetes, allowing 
dynamic scaling based on user traffic. MongoDB serves as the primary 
NoSQL database, providing efficient data storage and retrieval for 

unstructured data. Additionally, Redis is used for caching frequently 
accessed data, reducing latency. The frontend is built with React.js, 

offering a responsive and interactive user interface. For 
authentication, the application implements OAuth 2.0, integrating 
with third-party identity providers, while CI/CD pipelines are 

managed via Jenkins, ensuring smooth deployment across multiple cloud 
environments.

ChatGPT wrote this – thanks ChatGPT!



How do we think the neural network is going to fill 
in the blanks if we used these 2 datasets? 

AI stands for __________ __________

0.81

0.14

0.93

0.12

0.94

adobe illustrator

awesome idea

artificial intelligence

awful iceberg

artificial insemination

0.81

0.14

0.94

0.12

0.93

awesome idea

artificial intelligence

awful iceberg

artificial insemination

adobe illustrator

medical data comp sci data



You shall know a 
word by the 
company it keeps.

- J. R. Firth



How do we know if our model is good?

Dogs: Canine parvovirus is a highly 
contagious viral disease in dogs that causes 

severe gastrointestinal symptoms and 
requires prompt treatment to prevent fatal 

outcomes. Birds: Psittacosis, also known as 
parrot fever, is a bacterial infection that 
affects birds and can be transmitted to 

humans, requiring antibiotic treatment and 
quarantine measures. Chickens: Marek’s 

disease is a highly contagious viral disease 
in chickens that causes tumors and 

paralysis, and vaccination is the primary 
method of prevention. 

Cows: Bovine respiratory disease complex 
(BRDC) is a major health issue in cattle, 

often triggered by stress, viral, and bacterial 
infections, requiring prompt treatment with 

antibiotics and supportive care.

Dataset

Train 

🔥

Test 

❄

Our big question: 
Can the AI model 

generalize to unseen 
data?



The problem with “words around other 
words” is that the lists are highly 

dependent on the datasets.

* Same thing with “pixels around other pixels.”



The Internet

And these neural networks learn (1) English 
and (2) knowledge from random people on…



Racial Bias

Source: May, C., Wang, A., Bordia, S., Bowman, S.R. and Rudinger, R. 2019. On Measuring Social Biases in Sentence Encoders. Proceedings of the 2019 Conference of the North. (2019), 622–628. DOI:https://doi.org/10.18653/v1/n19-1063.



Racial Bias

Source: https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/



Guo, Y., Yang, Y. and Abbasi, A. 2022. Auto-Debias: Debiasing Masked Language Models with Automated Biased Prompts. Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics 
(Volume 1: Long Papers). (2022), 1012–1023. DOI:https://doi.org/10.18653/v1/2022.acl-long.72.

Gender Bias



Gender Bias



Masculine Defaults via Gendered 
Discourse in Podcasts and Large 

Language Models
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Gendered Discourse Correlation Framework (GDCF)

We obtain audio and text-based features for the Spotify Podcasts, 
and test for significant correlations between these features.



Gendered Discourse Correlation Framework (GDCF)



Discourse Word-Embedding Association Test (D-WEAT)

Sm: masculine → feminine discourse word replacement

Sw: feminine → masculine discourse word replacement

We set up an experiment to measure: 
What happens if we swap the discourse 

words? Does the sentence “move closer” 
to the other gender?

People have assumed 
until now that discourse 

words don’t really matter!



Impact of 𝞬 

In this example, 𝞬=1, because we 
do 1 discourse word replacement.

What is 𝞬?

Sm: masculine → feminine discourse 
word replacement

Sw: feminine → masculine discourse 
word replacement

What are Sm and Sw?
𝞬 𝞬

We also see that the overall gap is bigger for the Sw sentences than the Sm 
sentences – meaning men have a more robust discourse embedding 

representation than women.

We see that the embedding moves 
towards the feminine concept in 

the embedding space.

We see that the embedding moves 
towards the masculine concept in 

the embedding space.



Impact of τ

This variable is τ, the # of seconds 
we take from the podcast audio for 

our gender features in the GDCF 
pipeline.

 
τ

We see that the embedding moves 
towards the feminine concept in 

the embedding space.

What is τ?

 τ  τ
We see that the embedding moves 
towards the masculine concept in 

the embedding space.
Sm: masculine → feminine discourse 

word replacement
Sw: feminine → masculine discourse 

word replacement

What are Sm and Sw?

We also see that the overall gap is bigger for the Sw sentences than the Sm 
sentences – meaning men have a more robust discourse embedding 

representation than women.



Questions?

     

Grad school/ 

research? 

Classes? 

Jobs? Etc.?



Thanks!
mariateleki@tamu.edu


