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Abstract
In this work, we evaluate the disfluency capabilities of two

automatic speech recognition systems – Google ASR and Whis-
perX – through a study of 10 human-annotated podcast episodes
and a larger set of 82,601 podcast episodes. We employ a state-
of-the-art disfluency annotation model to perform a fine-grained
analysis of the disfluencies in both the scripted and non-scripted
podcasts. We find, on the set of 10 podcasts, that while Whis-
perX overall tends to perform better, Google ASR outperforms
in WIL and BLEU scores for non-scripted podcasts. We also
find that Google ASR’s transcripts tend to contain closer to
the ground truth number of edited-type disfluent nodes, while
WhisperX’s transcripts are closer for interjection-type disfluent
nodes. This same pattern is present in the larger set. Our find-
ings have implications for the choice of an ASR model when
building a larger system, as the choice should be made depend-
ing on the distribution of disfluent nodes present in the data.
Index Terms: automatic speech recognition, disfluency, anno-
tations

1. Introduction
Disfluencies are “interruptions in the fluent speech stream” [1],
occurring at a rate of approximately 4-6% in regular speech [2,
3, 4, 5]. They typically take the form of specific tokens such
as um or uh, phrases that start and then restart a sentence (e.g.,
let’s go to the store, wait no, the movies today), and others.

Naturally, many automatic speech recognition (ASR) sys-
tems treat disfluencies as noise and aim to remove them, since
the presence of disfluencies may hinder interaction with exist-
ing systems such as voice assistants [6, 7] or hurt the quality
of tasks such as summarization [8]. Yet, carefully preserving
the presence of disfluencies can be a critical signal for impor-
tant applications like conversational tutoring systems for educa-
tion [9, 10, 11]. And new research shows how disfluencies can
be helpful for memory by bringing extra attention on upcom-
ing material [12]. Further, in 2022, 24% of people got a smart
speaker to “[h]elp with a disability” [7], and yet ASR systems
generally do not work well for people with stuttering disorders
[13] or dysarthic speech [14].

Hence, the choice of automatic speech recognition (ASR)
system is one that a system designer must make carefully. In
practice, however, there is little fine-grained analysis of exist-
ing ASR systems with a special focus on disfluencies. We aim
to fill this gap through a comprehensive study of two repre-
sentative ASR systems – Google ASR [15] and WhisperX, a
new state-of-the-art ASR system [16] – through a study of 10
human-annotated podcasts and a larger set of 82,601 podcast
episodes (see Figure 1). Our study is organized around three
research questions: (RQ1) How does the choice of ASR sys-

Figure 1: We conduct a fine-grained comparison of two key ASR
systems – WhisperX and Google ASR – using human annota-
tions over 10 podcast episodes. Additionally, we compare the
two ASR systems over a larger set of 82,601 episodes.

tem impact performance – specifically across scripted and non-
scripted podcasts? (RQ2) How does the choice of ASR sys-
tem impact the specific disfluency types which are transcribed?
(RQ3) And are these findings consistent at a large-scale?

We find that WhisperX achieves a superior word error rate
of 7.19% on the podcasts, versus 10.47% for Google ASR.
However, we find that specifically in the case of disfluency,
Google ASR outperforms WhisperX in a few key areas. We
obtain detailed annotations for 10 podcast segments, and we
find that, overall, WhisperX performs better in terms of au-
tomatic metrics such as WER, BLEU, and others. And, us-
ing a parsing-based disfluency annotation model [17], we find
that WhisperX also performs better in transcribing interjec-
tion nodes (such as “uh” and “um”). However, we find that
for non-scripted podcasts, Google ASR achieves a better WER
and BLEU score, and an edited node count which is closer
to the ground truth. We additionally use the disfluency anno-
tation model on a set of 82,601 podcasts, and find a similar
pattern: WhisperX transcribes more interjection nodes, while
Google ASR transcribes more edited nodes. We hypothesize
that this may be due to the vocabulary diversity of WhisperX.
We make the code available at https://github.com/
mariateleki/Comparing-ASR-Systems and the full
annotation guidelines and token distributions for the disfluent
nodes available at www.comparing-asr-systems.com.

2. Experimental Settings

We first introduce the Spotify Podcast dataset [18], the ASR
systems [15, 16], and our ground truth annotation process.



2.1. The Spotify Podcast Dataset

To ground our study in a natural representation of human speech
and communication, we adopt the Spotify Podcast dataset.
These podcasts are typically non-scripted, colloquial, less-
structured, and conversational in style. The Spotify Podcast
Dataset1 was released in 2020 as part of the TREC Podcasts
Track [18], consisting of over 100,000 podcasts and 60,000
hours of audio. The podcasts are heterogeneous, spanning many
different topics, conversation styles, and types of shows (e.g.,
interviews, stories, news, gossip, meditations, and more).

We create a small-scale dataset of 10 podcasts with fine-
grained disfluency annotations, and a separate large-scale
dataset of 82,601 podcasts for our analysis. We arrive at
82,601 podcasts by applying the following filters to the dataset:
(i) following Reddy et al. [19], we truncate episodes to 10 min-
utes for normalization, (ii) we remove episodes <10 minutes
in duration for normalization, (iii) we remove podcasts identi-
fied by WhisperX as non-English,2 and (iv) we remove podcasts
which contain <10 words in their transcript (we observe that
these are mostly ASMR podcasts).

2.2. ASR Systems

Google ASR is a proprietary, widely-used automatic speech
recognition system [15]. The Spotify Podcast Dataset was origi-
nally transcribed using Google ASR in 2020, and we study these
transcriptions in this work [18]. Google ASR is representative
of commercial-type ASR systems, as it tends to filter out certain
disfluent tokens, such as “uh” and “um.”
WhisperX is a state-of-the-art open-source ASR which itera-
tively improves on Whisper [20] by OpenAI, achieving supe-
rior performance over Whisper in many instances [16]. Addi-
tionally, WhisperX achieves a speedup of 12x over Whisper us-
ing Voice Activity Detection (VAD) Cut & Merge – a strategy
which allows for simultaneous transcription of batched audio.
We re-transcribe the podcast audio with WhisperX.

2.3. Ground Truth Annotations

Annotation Process. We ask three annotators to transcribe the
first 2 minutes of the 10 randomly-selected podcasts by hand.
One of the authors served as the annotator coordinator for these
three annotators, to iteratively update the annotation guidelines
in response to annotator feedback. We used a three-round ap-
proach to annotate the transcripts.

In Round 1, the annotators focused on two main tasks:
1. Scripted/Non-Scripted Classification: The annotators clas-

sified each podcast as sounding scripted (i.e., the speaker is
reading out loud completely or mostly) or non-scripted (i.e.,
the audio does not sound scripted – this may mean that the
audio is more conversational in style).

2. Ground Truth Transcription: Each annotator transcribed
each of the first 2 minutes of audio for the 10 podcasts. The
annotators especially focused on transcribing disfluencies –
we provide the abbreviated annotation guidelines in Figure
2.3 They transcribed each word and sound (with the excep-
tion of music) – as an ideal ASR model would. The annota-

1Creative Commons Attribution 4.0 International License
2Clifton et al. [18] originally used langid.py for language identifica-

tion – we used WhisperX [16].
3This is not an easy task, as Shriberg describes: “[a] remarkable as-

pect of [disfluencies] is that they go largely unnoticed in everyday com-
prehension. Human listeners are so apt at filtering out [disfluencies]
that the task of recording what was actually said in utterances contain-

Figure 2: Abbreviated annotation guidelines; for full guide-
lines, see www.comparing-asr-systems.com.

tors were instructed to notify the coordinator of any cases not
in the guidelines as they arose, so that the coordinator could
set a standard and update the guidelines.

In Round 2, the [IDK]4 tokens were resolved. The annota-
tors viewed each others’ annotations for the [IDK] tokens and
the surrounding context (provided by the coordinator), and then
decided whether to keep their original annotation, or change it
based on what the other annotators wrote for that segment.

In Round 3, the coordinator combined the transcripts from
three annotators to form the ground truth transcripts, using
the key rules: (i) if ≥ 2

3
of the annotators wrote down word wi,

then wi was included in the ground truth transcript – this in-
volved human judgement to align the word order (see following
paragraphs for interrater disagreement), (ii) resolved spelling,
(iii) resolved apostrophe style, and (iv) re-capitalized “I.”

Interrater Disagreement. For the scripted/non-scripted clas-
sification task, we measure inter-rater disagreement as a simple
percentage of the annotators who labeled podcast i differently
(e.g., 2 annotators label podcast i as scripted, while 1 annota-
tor labels podcast i as non-scripted), and we find a disagree-
ment of κ = 0% for all of the labels for the 10 podcasts.
We note that the 4 scripted podcasts have a mean duration of
18.15±14.38 minutes, whereas the 6 non-scripted podcasts have
a much larger mean duration of 37.03±19.47 minutes – indicat-
ing that non-scripted podcasts tend to run longer, perhaps due
to their conversational, and sometimes informal, nature.

For the ground truth transcription task, we measure the
inter-rater disagreement between these 3 annotators using an
aggregated difference measure. We calculate the difference us-
ing the built-in python library difflib, which uses a modified ver-
sion of gestalt pattern matching [23]. We calculate the percent
difference by averaging the pairwise differences amongst the 3
annotators, and normalizing based on the string length.5

ing [disfluencies] is a difficult and unnatural one, often requiring many
passes at transcription” [2]. In Section 3.4.3 of her work, Shriberg notes
that there were “[a] number of errors involved [in the] transcription of
the filled pauses “uh” and “um”. These were either missed entirely, or
misplaced” in the original Switchboard transcriptions (which Shriberg
then corrected in that work) [2, 21, 22]. Hence, our 2 minute transcrip-
tions of 10 podcasts was indeed a significant effort.

4“I.D.K.” stands for ”I don’t know.” Hence, the [IDK] special token.
5Other interrater agreement metrics such as Cohen’s κ and Fliess’



We find that the scripted podcasts have an average percent
difference of 5.22±3.12, whereas the non-scripted podcasts have
a much larger percent difference 14.24±5.94. This indicates that
the annotators tended to agree more as to the transcription of
the scripted podcasts, and less on the transcriptions of the non-
scripted podcasts. We attribute this to the more conversational
nature of the non-scripted podcasts.

3. Experiments
We first experiment on the 10 randomly-selected podcasts to
evaluate the transcription quality of Google ASR and Whis-
perX, as compared to our human-annotated ground truth. Then,
we further compare the two ASRs on the 82,601 podcasts.

3.1. Quality Measures

To comprehensively assess the quality of the transcriptions from
Google ASR and WhisperX, we use automatic metrics at the
character-level – Character Error Rate (CER), word-level –
Word Error Rate (WER) and Word Information Lost (WIL), and
sentence-level – BLEU, BERTScore, and ROUGE-L.6

Character Error Rate (CER) calculates the error rate of
the ASR system: CER = S+I+D

N
, where S is the number of

character substitutions, D is the number of character deletions,
I is the number of character insertions, and N is the total num-
ber of characters. Word Error Rate (WER) is calculated the
same way as CER, however, at the word-level. Word Informa-
tion Lost (WIL) is calculated as follows: WIL = 1 − B

G
∗ B

N
,

where B is the number of words which correctly occur in both
the ground truth and the ASR output, G is the number of words
in the ground truth, and N is the number of words in the
ASR output. BLEU is typically used for evaluating machine
translation. We apply BLEU to order the “candidate transla-
tions” of Google ASR and WhisperX versus the Ground Truth
[24]. BERTScore calculates the cosine similarity between two
texts using BERT embeddings [25]. ROUGE-L calculates the
longest common substring overlap between two texts [26].

3.2. Disfluency

Types of Disfluencies. We use a state-of-the-art disfluency an-
notation model [17] to obtain parse trees for the podcast tran-
scripts. There are three types of nodes which are considered
disfluent nodes in the parse trees: interjection nodes (e.g., um,
uh), parenthetical nodes (e.g., you know, I mean), and edited
nodes (e.g., the store in the phrase let’s go to the store, wait
no, the movies today). We additionally focus on two specific
interjections, “uh” and “um”, which are notable as they signal
to listeners that a delay is about to occur, which aids in human
speech processing [27, 28]. Additionally, insertion-type disflu-
encies (vs. deletion or substitution-type) are the most common
type of disfluency amongst people with disfluency disorders [6].

Punctuation Preprocessing. In order to automatically obtain
punctuation for the ground truth transcripts – as the annota-
tors are instructed to focus on transcribing the words3 – we
employ ChatGPT [29]7 with 3 different prompts: Add [maxi-
mal/minimal/ ] punctuation to the following text, do not remove
any tokens, do not add ”...” and keep the text in a single para-

κ, are not suitable for measuring text agreement, as they require cate-
gorical ratings data.

6We use the evaluate library from HuggingFace and the torcheval
library from PyTorch.

7The model version is gpt-4-0125-preview.

graph: {text}.8 We run the disfluency annotation model on all 3
versions of the transcript, and report the average of the results.

Disfluency Annotation Model. We employ a special-
ized parsing-based disfluency annotation model, english-fisher-
annotator,9 to obtain the parse trees for the Google ASR and
WhisperX transcripts [17]. We use a top-down recursive ap-
proach to count the number of nodes of each disfluency type
(INTJ, PRN, EDITED), taking the topmost disfluent label. The
model performs multiclass classification (label l) on all string
spans (from position i to position j), then scores the parse tree,
s(T ), by summing s(i, j, l) as follows:

s(T ) =
∑

(i,j,l)∈T

s(i, j, l). (1)

From the parse trees, the highest-scoring parse tree (T̂ ) is
selected as the parse tree for that sentence using argmax.

We choose to use a parsing-based disfluency detection sys-
tem [17, 30, 31] – rather than a translation-based system [32, 33]
or other type of system – to compare the outputs of the two ASR
systems using the fine-grained disfluency types (i.e., the relative
quantities of edited, interjection, parenthetical nodes).

4. Results
4.1. RQ1: How does the choice of ASR system impact per-
formance – across scripted and non-scripted podcasts?

In Table 1, we use automated metrics to analyze the similarity
between (i) the Google ASR transcripts and the ground truth
transcripts, and (ii) the WhisperX transcripts and the ground
truth transcripts. Starting with the scripted podcasts, we ob-
serve that WhisperX obtains better performance across all of
the metrics: at the character-level, word-level, and sentence-
level. However, moving to the non-scripted podcasts, we notice
that Google ASR outperforms WhisperX in two metrics: the
word-level WIL, and the sentence-level BLEU score. Across
all the podcasts – scripted and non-scripted – WhisperX shows
superior performance for all the automated metrics.

Word Error Rate Comparison. For Google ASR, we find a
WER of 10.47%, whereas Clifton et al. [18] reports a sample
WER of 18.1% for Google ASR on the Spotify podcasts. For
WhisperX, we find a WER of 7.19% on the Spotify podcasts,
whereas, comparably, Whisper shows a WER of 13.8% on the
Switchboard dataset [20, 34]. In both cases, the different error
rates are due to (i) our sample size of 10 with the 2 minute
limitation, and (2) our active focus on disfluency transcription.3

4.2. RQ2: How does the choice of ASR system impact the
specific disfluency types which are transcribed?

4.2.1. Transcription of “uh” and “um”

In Table 2, we take two common interjections – “uh” and “um”
– and we compare how much Google ASR and WhisperX tran-
scribe these tokens as compared with the ground truth human-
annotated transcriptions. Starting with the scripted podcasts,
we see that there are no “uh” or “um” tokens contained in the

8We average the punctuation counts for these 3 prompts: overall the
podcasts obtain 61.78±5.37. The scripted podcasts 43.92±3.79, and the
non-scripted podcasts 54.63±4.63. Hence, we find that the non-scripted
podcasts (1) tend to receive more punctuation from ChatGPT, and (2)
have a slightly larger variation in the punctuation amount.

9The model checkpoint is swbd fisher bert Edev.0.9078 from
github.com/pariajm/english-fisher-annotations.



Table 1: Character-level, word-level, and sentence-level metrics across the Google ASR and WhisperX transcripts, as compared to the
ground truth human-annotated transcripts for the 10 podcasts.

Character-level Word-level Sentence-level
CER (↓) WER (↓) WIL (↓) ROUGE-L (↑) BERTScore (↑) BLEU (↑)

Scripted Google ASR 3.46±2.07 7.39±2.99 15.02±1.67 93.83±2.46 97.66±1.31 85.09±0.32

WhisperX 1.87±1.49 3.36±1.37 14.01±2.45 97.41±0.93 99.03±0.53 86.24±1.12

Non-Scripted Google ASR 8.87±5.95 12.98±6.96 15.03±0.67 90.48±5.06 96.29±2.07 84.85±1.56

WhisperX 6.05±3.77 9.74±5.32 15.32±0.97 93.34±3.29 97.40±1.25 84.71±1.96

All Google ASR 6.71±5.37 10.47±6.18 15.02±1.09 91.82±4.39 96.84±1.86 84.95±1.18

WhisperX 4.38±3.64 7.19±5.21 14.79±1.73 94.97±3.27 98.05±1.30 85.32±1.78

ground truth transcriptions, nor either of the ASR transcriptions.
This makes sense, as the podcasts are scripted.

Next, we look to the non-scripted podcasts. Here, we ob-
serve that WhisperX is closest to the ground truth, with mean
values of 0.33 and 0.67, compared to the ground truth mean
values of 1.67 and 1.33 for “uh” and “um” – which we note,
are still much greater than the WhisperX mean values. Google
ASR, however, is unable to transcribe these tokens, as the mean
values are both 0. We observe the same trend with the aggre-
gation of the scripted and the non-scripted podcasts: Google
ASR does not transcribe the tokens, while WhisperX does, but
less than the ground truth amount. We hypothesize that this
may be due to the data WhisperX was trained on, as Whisper
(which WhisperX is built on) was trained on human-generated
transcript data [16, 20], and people often skip over disfluen-
cies when transcribing them [2]. These findings indicate that
there is a difference between scripted and non-scripted content,
and that a defining characteristic of non-scripted content is the
prevalence of disfluencies – specifically, “uh” and “um”.

4.2.2. Transcription of INTJ, PRN, and EDITED Nodes

In Table 2, we compare the amount of interjection (INTJ), par-
enthetical (PRN), and edited (EDITED) nodes which were iden-
tified by the disfluency annotation model [17] for the transcripts
produced by Google ASR and WhisperX, and the ground truth
transcripts.10 We focus on which of the ASR systems is closer
to the ground truth, rather than the absolute number of each
node which was transcribed – as we recognize (i) the disfluency
annotation model is not perfect, and (ii) the disfluency annota-
tion model was trained on Switchboard [22].

First, for the scripted podcasts, we notice that Google
ASR’s average number of interjection nodes, 1.00, is the same
as in the ground truth, whereas WhisperX averages 0.75 inter-
jection nodes per scripted podcast. The two ASRs tie in tran-
scribing parenthetical nodes. For the edited nodes, WhisperX
is closer to the ground truth. For the non-scripted podcasts, we
notice that the case is the opposite: WhisperX transcribes closer
to the number of ground truth interjection nodes, while Google
ASR transcribes closer to the ground truth number of edited
nodes. Thus, these results suggest that it may be beneficial to
select an ASR based on the distribution of disfluent node types
present in the data to maximize downstream performance.

4.3. RQ3: Are these findings consistent at a large-scale?

In Table 3, we compare the two ASRs’ performance at a larger
scale. In the absence of ground truth transcripts, we compare
their relative performance to each other, and their performance

10We release the disfluent token distributions on the project
website: https://www.comparing-asr-systems.com/
disfluent-token-distributions.

Table 2: The mean count of “um” and “uh” tokens, and INTJ,
PRN, and EDITED nodes for the 10 podcasts.

C“uh” C“um” CINTJ CPRN CEDITED

Scripted
Ground Truth 0 0 1.00±0.82 0.25±0.50 0.58±0.81

Google ASR 0 0 1.00±0.82 0 1.50±1.91

WhisperX 0 0 0.75±0.96 0 0.75±1.50

Non-Scripted
Ground Truth 1.67±1.97 1.33±1.21 9.06±6.81 2.00±2.38 5.33±4.25

Google ASR 0 0 6.33±5.32 2.17±2.93 5.33±2.50

WhisperX 0.33±0.82 0.67±0.82 7.83±6.40 2.17±2.40 3.67±2.73

All
Ground Truth 1.00±1.70 0.80±1.14 5.83±6.59 1.30±2.02 3.43±4.04

Google ASR 0 0 4.20±4.85 1.30±2.45 3.80±2.94

WhisperX 0.20±0.63 0.40±0.70 5.00±6.04 1.30±2.11 2.50±2.68

Table 3: The mean count of “um” and “uh” tokens, and INTJ,
PRN, and EDITED nodes for the 82,601 podcasts.

C“uh” C“um” CINTJ CPRN CEDITED

Google ASR 0.09±0.35 0.25±0.70 48.02±37.12 12.71±11.29 30.26±13.71

WhisperX 1.38±3.03 1.69±3.14 50.90±39.88 10.84±9.79 16.71±9.58

in the small-scale experiment. First, we notice that WhisperX
again transcribes, on average, more “um” and “uh” tokens than
Google ASR. Next, we notice that, again, WhisperX also tran-
scribes on average more interjections, while Google ASR’s
transcriptions, on average, tend to result in more edited nodes.
However, the two ASR systems differ in their mean number of
parentheticals, with Google ASR transcribing more parenthet-
icals than WhisperX. Again, at the larger scale, these results
suggest that it may be beneficial to select an ASR based on the
distribution of disfluent node types present in the data.

5. Impact and Conclusion
In conclusion, we find that in terms of automated metrics, Whis-
perX tends to perform best – however, there are a few metrics
in specifically the non-scripted case where Google ASR tends
to obtain better performance. In terms of disfluency, WhisperX
is overall better at transcribing interjection nodes, and in the
large-scale case also parenthetical nodes, whilst Google ASR is
better at transcribing edited nodes. These results suggest that it
may be beneficial to select an ASR based on the distribution of
disfluent node types present in the data.

6. Ethics and Limitations
Annotators. Two of the annotators are student volunteers, and
one is an author who also received course credit. The annota-
tors risked exposure to the content in the 10 randomly-selected
podcasts. The three annotators were managed by the annotation
coordinator, also an author of this work.
Limitations. In this work, we study 2 ASR systems, limit our
human annotations to 2 minutes, and sample 10 of the podcasts
for our analysis. Future work could expand these aspects.
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