
Conversational AI
Maria Teleki

Texas A&M University
Department of Computer Science & Engineering

Will post 
slides after 

the talk!



about me



1. Speech language models

2. Robustness of pipeline 
approaches 

3. Speaker variation

Agenda



First, 

Let’s review a recent 
survey of Speech 
Language Models.









ArXiv, highlighted at INTERSPEECH ‘25 keynote



Big picture context is we live in a MULTIMODAL world
LLMs = 
Large Language 
Models

SLMs = 
Speech Language 
Models

VLMs = 
Vision Language 
Models

RLMs =
LLMs for
Recommendation (I made this name 
up)

…

p(text|text) p(text|speech,text) p(text|image,text) p(text|collaborative-signal,text)

And right now people are building models 
for all these different types of modalities



SLMs can do tasks that LLMs can’t do 



 “tokenizing speech” → speech becomes like text for modeling

SLMs are trained in a super cool new way!!!!!!!



ASR LLM TTS SLM

Pipeline Approach End-to-End Approachvs.

✅ preferred by industry for 
controllability → think custom 
vocabulary & ease of debugging

✅ currently in research stage 
but very promising → major 
barrier imo is downsampling 
problem (will explain)

WE ARE 
HERE



The big meta-level question to pay attention to…

● What’s the input?
● What’s the output? 
● How do you glue the parts together?
● Based on the input and output, what is the SIGNAL being 

learned (by the model)?



Let’s talk SLM architecture

The paper is 
basically walking 
through this pic 
like it’s a map – 
so that’s what 
we’re going to do! 
:) 



Let’s talk SLM architecture

We know about 
input text, noice



Let’s talk SLM architecture

So now let’s walk 
through the 
speech encoder!



Let’s start from the speech signal

What is it? It’s air pressure over time. 

Microphones pick up differences in air 
pressure – that’s sound. 

So we get a lil plot of that.



Let’s start from the speech signal

What is it? It’s air pressure over time. 

Microphones pick up differences in air 
pressure – that’s sound. 

So we get a lil plot of that.

What’s the problem? Why can’t we just use 
that?

You have to super-duper oversample:



But, we have a trick!

We can do a fourier 
transform – 

Just pull out the frequency 
components for that time 
chunk! 



But, we have a trick!

We can do a fourier 
transform – 

Just pull out the frequency 
components for that time 
chunk! 

So now we can store 80 
values per second instead 
of 16,000 values per 
second Over 1 

second, we’re 
sampling 
16,000 times 
to get this 
waveform

Or, we can just 
store 80 
values for 
each 
frequency 
component



But, we have a trick!

We can do a fourier 
transform – 

Just pull out the frequency 
components for that time 
chunk! 

So now we can store 80 
values per second instead of 
16,000 values per second

So we store a “frequency 
snapshot” each second 
instead

Convert & 
store

Convert & 
store

Convert & 
store

…



But, we have a trick!

We can do a fourier transform – 

Just pull out the frequency 
components for that time 
chunk! 

So now we can store 80 values 
per second instead of 16,000 
values per second

So we store a “frequency 
snapshot” each second instead 
→ so we track how frequencies change over time 
while massively reducing data.

Convert & 
store

Convert & 
store

Convert & 
store

…

This technique is called the Short-Time Fourier Transform (STFT)!!!!!!!!

It solves our over-sampling problem w/out losing important information <3 



We end up with a spectrogram that looks like this!

Short-Time Fourier Transform (STFT) Result In our example, 
this is the 
equivalent of 
overlaying a 
couple seconds 
of the FTs – so 
we’re seeing how 
the frequency 
components 
change over 
time





Speech moves through the air 
in waves of air pressure… so 

this “math tool” pretty 
realistically models how 

speech works & is cheap to 
use & solves our 

downsampling problem

There are lots of signals 
where we don’t really 

KNOW how they 
work… so this “math 

tool” is the best tool we 
can use



There are actually lots of ways to encode speech features –

✅



Take it from an autoencoder



Take it from a Whisper 
layer



Codec = compressed, 
lossLESS audio 
representation

(big topic rn)



Encoder

Now we know how to go from 
speech signal -> tokens

(more deets in the paper)

But we’re not done – there’s 
ANOTHER 
over-sampling/compression 
issue…

✅
✅



Encoder

So there are lots of tools to 
apply here to downsample 
AGAIN:

● BPE
● Multi-stream capture
● Duration prediction

✅
✅

Big theme: downsampling is a big deal in audio/speech world!!!!!!!!



3 Main Approaches to TRAIN 🚂 SLMs

🔥

🔥

🔥
❄
❄

❄
❄

❄
❄
❄

🔥❄
❄

Train the (big) sequence model (aka the LLM) [most expensive $$$]

Train the modality adapters [least expensive $]

Train the speech encoder [mid-expensive $$] [PS this is kinda like just training 1 modality adapter]



Let’s talk SLM architecture

Ok yay so now we 
know about the 
speech encoder

✅



Let’s talk SLM architecture

Let’s talk about 
the modality 
adapters



Modality Adapters

The whole point is to make the SPEECH TOKENS and TEXT 
TOKENS match up correctly!!!!



Lots of ways to do a Modality Adapter… Broad Overview

The whole point is to make the [SPEECH/VISION/REC] TOKENS and LLM TOKENS match up correctly!!!!



Lots of ways to do a Modality Adapter…

How do you 
make speech 
tokens & text 
tokens match up 
correctly? 
Compression!



Lots of ways to do a Modality Adapter… How do you 
make speech 
tokens & text 
tokens match up 
correctly? 
Compression!

This approach 
plugs more 
directly into the 
LLM (in the 
attention 
mechanism)





You just train the whole thing end-to-end, it’s expensive 
and there’s not really any tricks



→ Another great reference!

EMNLP ‘25



→ Another great reference!



Let’s talk SLM architecture

Let’s talk about 
the sequence 
model

… not much to 
say, this is the 
core LLM



Let’s talk SLM architecture

Let’s talk about 
the speech 
decoder



They generate these →

They generate codecs



3 Main Approaches to TRAIN 🚂 SLMs

🔥

🔥

🔥
❄
❄

❄
❄

❄
❄
❄

🔥❄
❄

Train the (big) sequence model (aka the LLM) [most expensive $$$]

Train the modality adapters [least expensive $]

Train the speech encoder [mid-expensive $$] [PS this is kinda like just training 1 modality adapter]

Let’s revisit 
this…



They’re doing the training with special speech tokens!!!!
Either one! Just depending 
on setup

IN
ST

R
U

C
TI

O
N

 
TU

N
IN

G
TA

SK
-S

PE
C

IF
IC

 
TU

N
IN

G



So let’s talk about how you design your loss aka objective function for training 🔥
If you 
want to 
do 
THIS

Set up your 
math like 
THIS

You’ll 
probably 
end up 

combo-ing 
multiple of 

these 
together



This is cool:
interruption 
handling w/ a 
duplex model

Duplex = 2 parallel 
streams for user and SLM, 
open at all times → robust to 
interruptions, no assumption 
of “turn-taking” really

Walkie-Talkie vs. Phone Call





Second, 

Let’s talk about the 
robustness of 
pipeline approaches.



ASR LLM TTS SLM

Pipeline Approach End-to-End Approachvs.

✅ preferred by industry for 
controllability → think custom 
vocabulary & ease of debugging

✅ currently in research stage 
but very promising → major 
barrier imo is downsampling 
problem (will explain)

WE ARE 
HERE



Pipeline approaches are super susceptible 
to issues processing disfluencies:



Pipeline approaches are super susceptible 
to issues processing disfluencies:



LREC-COLING ‘24



Increase N

D
ecrease R

ouge-L
SImple disfluencies can kill model performance. 



Ok but BART’s old… 
I agree! Here’s our recent work evaluating: 

● gpt-{4o,4o-mini,o4}
● llama-{1B,3B,8B,70B}
● qwen-{0.6B,1.7B,4B,8B}
● phi-4-mini
● mobileLLM{125M,350M,600M,1B}

ArXiv ‘25

Long story short, these models 
still struggle!



So we make a set 
of concrete 
recommendations 
to help these 
models perform 
better on 
disfluent, spoken 
data!



INTERSPEECH ‘24

Ok, so that’s LLMs – what about ASR systems?

→ TLDR: Whisper!



Last,  

Let’s talk about 
speaker variation!



ICWSM ‘25 + IC2S2 ‘25, SiCon@ACL ‘25













This is an opportunity to 
build systems that actually 
WORK for female speakers – 
there’s an untapped market 

out there!



A quick 
plug 
for our 
recent 
work →



We’ve also got some upcoming work on 
social-media-as-a-signal, stay tuned!
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