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Abstract
Disfluencies are a characteristic of speech. We focus on the
impact of a specific class of disfluency – whole-word speech
substitution errors (WSSE) – on LLM-based conversational rec-
ommender system performance. We develop Syn-WSSE, a
psycholinguistically-grounded framework for synthetically cre-
ating genre-based WSSE at varying ratios to study their impact
on conversational recommender system performance. We find
that LLMs are impacted differently: llama and mixtral have im-
proved performance in the presence of these errors, while gem-
ini, gpt-4o, and gpt-4o-mini have deteriorated performance. We
hypothesize that this difference in model resiliency is due to dif-
ferences in the pre- and post-training methods and data, and that
the increased performance is due to the introduced genre diver-
sity. Our findings indicate the importance of a careful choice
of LLM for these systems, and more broadly, that disfluencies
must be carefully designed for as they can have unforeseen im-
pacts.
Index Terms: conversational recommender systems, whole-
word substitution speech errors, LLM, disfluency

1. Introduction
Large language models (LLMs) and recommender systems are
shifting towards being used in naturalistic settings. Consider
conversational systems [1, 2], including ChatGPT [3] and Gem-
ini [4] voice modes, which encourage users to ask questions
and seek recommendations. The advance of these systems is
enabled in large part by efficient, high-performance ASR sys-
tems such as Whisper(X) [5, 6]. However, most datasets used
for conversational search and recommendation were designed
around written text [7, 8, 9, 10] and therefore lack the disfluen-
cies that occur in natural speech – i.e. um, uh, sentence restarts,
backchannels, corrections, and more [11, 12, 13, 14, 15, 16].

Current synthetic disfluency augmentation methods gener-
ally focus on disfluencies of type repetition, replacement, and
restart [17, 18]. We instead focus on whole-word substitution
speech errors (WSSE), a particularly critical type of error for
conversational recommender systems (CRS). Consider the im-
pact of WSSE in the following request: “I want a horror com-
edy movie.” The intended genre is “comedy,” however, in
the presence of the WSSE “horror,” the communicated desired
genre is obscured, in that recommended movies for the genre
comedy are expected to be very different from recommended
movies for the genre horror comedy. In this way, this natural
form of disfluency in a user’s speech can impact CRS perfor-
mance.

Hence, we propose Syn-WSSE, a synthetic disfluency aug-
mentation method focusing on critical WSSE genre errors for
CRS. Syn-WSSE is grounded in psycholinguistic literature

[13, 11], and allows us to isolate the WSSE disfluency signal
and study its impact on CRS performance over a set of widely-
used LLM backbone models [19, 4, 20, 21]. We make three
contributions:

1. We propose Syn-WSSE (pronounced sin wise), a
psycholinguistic-grounded synthetic data augmentation
method for semantic word speech substitution errors
(WSSE), specialized for CRS in the movie recommendation
domain.

2. We perform the first psycholinguistically-grounded analysis
of the impact of WSSE on CRS using Syn-WSSE, finding
that this class of disfluency impacts CRS performance to
various degrees – depending on the amount of disfluency
and the choice of LLM backbone. We find that llama
and mixtral have improved performance in the presence
of WSSE, while gemini, gpt-4o, and gpt-4o-mini
have deteriorated performance in the presence of WSSE. We
hypothesize that the WSSE may be introducing novel and
diverse user interests [22, 23, 24, 25] which llama and
mixtral are able to take advantage of due to their pre-
training and post-training data and methods. This differ-
ence in performance indicates the need for a careful choice
of LLM backbone in conversational recommender systems.

3. We release our code and augmented version of the
INSPIRED [7] dataset at https://github.com/
mariateleki/Syn-WSSE.

2. Preliminaries
Whole-Word Substitution Speech Errors Disfluencies – e.g.,
um, uh, sentence restarts, and more – are a natural part of
speech. Disfluencies occur in part because speech planning has
many stages, and WSSE can happen at one or more of these
stages [16]. The Shriberg disfluency definition [11] breaks dis-
fluent events into 3 key regions: the reparandum, the interreg-
num, and the repair. The reparandum and the interregnum are
removed to form a fluent sentence from a disfluent one. For
example, in the sentence, “I want a horror comedy movie,” the
reprandum is horror, the interregnum is empty (often this sec-
tion contains insertion-type disfluencies such as uh, um, and
other tokens), and the repair is comedy. Hence, the fluent sen-
tence is: “I want a comedy movie,” as this is what the speaker
intends to say (often referred to as intended speech). Note that
[11] does not distinguish between the subtypes of semantic re-
pairs (detailed in Section 2.3.3.3 of [11]): i.e. error repairs
(when the speaker corrects an error, such as in the hot/cold ex-
ample) and appropriateness repairs (e.g., “up” versus “straight
up” to help clarify what is meant by “up”). WSSE are a specific
class of disfluency, understood as pairs of an error word and a
target word: (ei, ti) [13]. For example, in It was hot cold today,
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Figure 1: Syn-WSSE Framework: 1⃝ We apply psycholinguistic constraints to create the Candidate-WSSEs – i.e., T (ei, ti, i) – in DA.
2⃝We draw r percent of samples uniformly from the list of Candidate-WSSEs tokens to create WSSE. 3⃝Dr are created and Syn-WSSE

is complete. 4⃝ We evaluate the performance of the CRS (§3.2) on each Dr , shown in Tables 1, 2, and 3.

Figure 2: WSSE in the Shriberg disfluency definition [11].

ei = hot and ti = cold, because the speaker intended to say
cold, but accidentally said hot, and thus followed up their error
with the correct term. We focus on semantic WSSE as opposed
to phonological WSSE – i.e. WSSE which are related phonet-
ically. As detailed in Section 3.1, we construct our Syn-WSSE
method for synthetic WSSE augmentation based on the findings
of [13].

Conversational Recommender Systems Since the advent
of the transformer era [26, 27], LLMs have become capable
and popularized. Consider models such as OpenAI’s ChatGPT
[28, 19], Google’s Gemini [4], and Meta’s Llama [20]. Con-
versational search and recommendation are considered down-
stream tasks for a base LLM. Recent recommender system ap-
proaches for incorporating LLMs include: aligning the LLM
latent space with the collaborative latent space [29, 30] or the
sequential latent space [31], or taking a zero-shot approach
[32, 33]. We focus in this work on the zero-shot setting [32],
as it most exposes the inherent capabilities of the LLM with
respect to joint disfluency understanding and recommendation.

3. Methodology
In this section, we introduce our methodology for Syn-WSSE
(§3.1) and for evaluating the impact of WSSE on CRS with a
set of widely-used base-LLMs (§3.2).

3.1. Syn-WSSE: A Framework for Synthetic Generation of
Whole-Word Substitution Speech Errors

In order to understand the impact of semantic WSSE [13]
on conversational recommender systems, we construct a
psycholinguistically-grounded method – Syn-WSSE – to con-
struct datasets Dr with varying ratios, r, of synthetic WSSE as
shown in Figure 1. For r ∈ {0.0, 0.1, ..., 1.0}, we uniformly
randomly select r percent of all Candidate-WSSEs which meet

the below constraints to synthetically place in the dataset, leav-
ing us with 11 datasets of varying WSSE concentration to con-
duct our experiments. This allows us to stress-test the CRS’
performance in the presence of WSSE. To identify Candidate-
WSSEs in our dataset, we follow a few key constraints based on
the findings of [13]:

Constraint #1: WSSE Are Genres. We impose the con-
straint that WSSE should occur only on genres for two reasons:
(i) [13] find that 82% of WSSE in their analysis were shared-
feature substitutions, e.g., ei = horror and ti = comedy,
versus associative substitutions, like ei = JLaw (short for
Jennifer Lawrence, a famous actress) and ti = comedy. (ii)
We hypothesize that genre errors are most likely to impact the
recommendation quality [24]. Using F =gpt-4o-mini, we
obtain the genres for a given text using pGetGenres as shown
in Figure 3. We notice that sometimes gpt-4o-mini hallu-
cinates genres when none are directly present in the text – e.g.
User: I like the movie Die Hard. Response: Action. Hence, we
place a rule to ensure that genres are present in the text.

Constraint #2: WSSE Are Nouns. [13] find that 99.6% of
semantic WSSE errors, ei, are broadly the same part-of-speech
as the target, ti. [13] also find that 54.6% of WSSE occur when
target words are nouns. Hence, we use the neural parsing model
benepar en3 from [34] to identify the part-of-speech for candi-
date Syn-WSSE via SpaCy.1 This model was trained and evalu-
ated on the Switchboard dataset [35], and tags for this model are
located in Table 1.1 of [36]. We consider the following noun-
based tags: NN (noun, singular or mass), NNS (noun, plural),
NNP (proper noun, singular), and NNPS (proper noun, plural).
For example, in the following sentence “The movies are very
campy, but are feel good...” campy is an adjective, so it does
not meet our constraints for becoming a Candidate-WSSE.

Constraint #3: WSSE Are Antonyms. [13] find – con-
firming [37] – that the error word, ei, in WSSE is often
an antonym of the target word, ti. [13] states that 24.9%
of the shared-feature errors in their corpus are antonyms,
and that “this might well be an underestimate.” Using
F =gpt-4o-mini, we use pOppositeGenre as shown in Fig-
ure 3, to obtain the opposite genre for each Candidate-WSSE.
For example, the opposite of comedy is horror. We recognize
that there are multiple possible opposite genres, and leave the
prioritization to the F model.

Creation of Dr Datasets via Candidate-WSSE We use
these three constraints to create the Candidate-WSSEs, which

1https://spacy.io/universe/project/self-attentive-parser



pGetGenres

If there are no genres present in the text, respond with ”None”.
Otherwise, list the genres mentioned in the text exactly as they
appear in the following text: {S}.

pOppositeGenre

With no other text, list only a genre which is the opposite of
the following genre: {g}.

pCRS

Pretend you are a movie recommender system.\n I will give
you a conversation between a user and you (a recommender
system). Based on the conversation, you reply me with 20
recommendations without extra sentences.\n Here is the con-
versation: {S}

Figure 3: Prompts used for Syn-WSSE (§3.1) and CRS (§3.2).

are special tokens, T (ei, ti, i), containing the target word, tt,
the error word, ei, and a unique index for that token, i. This
intermediate form allows us to uniformly randomly sample a
percentage, r ∈ {0.0, 0.1, ..., 1.0} of these special tokens to re-
place to create the synthetic WSSE: T (ei, ti, i)replace ← ei ⊕
□⊕ ti, e.g., “horror comedy.” The rest of the Candidate-WSSE
(those that are not sampled) are not replaced: T¬replace ← ti,
e.g., “comedy.”

Why not instead learn a Syn-WSSE distribution from
data? There are two key reasons: (i) There is a lack of dataset
availability from which to learn a distribution in the general di-
alogue context and the specific CRS context [35, 10, 18]; we
view this as a direction for future work as these datasets are
curated, enabled by improvements in automatic speech recog-
nition systems in terms of disfluency transcription capabilities
[38]. (ii) Our method is based on findings from the field of psy-
cholinguistics that consider the causal mechanisms behind the
findings (§3.1). Hence, this approach is more broadly general-
izable than the learned distributions from limited datasets – i.e.
Switchboard, SIMMC2, and Fisher English [35, 10, 18].

3.2. LLM-Based Zero-Shot CRS

We use the setup of [32]. Each conversation, c ∈ C, has a
ground truth item, gC . The LLM F , takes in a task description
template T , format requirement F , and the conversational con-
text S. We use pCRS as shown in Figure 3, combining T and
F , and appending S. Then, the output is F(T, F, S). To eval-
uate the output natural language recommendation list from the
LLM, we apply a post-processor Φ to convert it to a ranked list
Lc. The process can be described as follows:

LC = Φ(F(T, F, S))

We measure CRS performance in terms of traditional rec-
ommender systems metrics, adapted for the conversational set-
ting via the post-processor Φ in the CRS pipeline. For all three
metrics, the individual scores are averaged for c ∈ C, for
k ∈ {5, 10} where k indicates the length of Lc. The rank of
gc in (Lc)

k
0 is r(gc), and I(·) is the binary indicator function.

All three metrics are fractions ∈ [0, 1]:
• Mean Recall@k = Ec

[
I{gc ∈ (Lc)

k
0}

]
This metric aggregates the presence of gc in (Lc)

k
0 .

RECALL@5

RECALL@50.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.104 18.18 18.18 4.55 13.64 9.09 13.64
mixtral 0.081 11.76 11.76 0.00 5.88 5.88 5.88
gemini 0.090 -10.53 -10.53 -10.53 -21.05 -10.53 -5.26
gpt-4o 0.133 -14.29 -10.71 0.00 -7.14 -17.86 -7.14
gpt-4o-mini 0.114 0.00 -4.17 -4.17 -16.67 -16.67 -25.00

RECALL@10

RECALL@100.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.152 3.13 18.75 9.38 12.50 -3.13 12.50
mixtral 0.133 0.00 -3.57 0.00 0.00 0.00 0.00
gemini 0.128 0.00 -3.70 -11.11 3.70 -7.41 -3.70
gpt-4o 0.199 -7.14 -4.76 -2.38 -14.29 -21.43 -14.29
gpt-4o-mini 0.185 -2.56 -7.69 -10.26 -25.64 -23.08 -30.77

Table 1: Best, Worst; Most Resilient , Least Resilient ; ∆r is
percent change in Recall@k for D = r and D = 0.0.

• Mean NDCG@k = Ec

[
I{gc ∈ (Lc)

k
0} · 1

log2(r(gC)+1)

]
This metric aggregates the ranked presence of gc in (Lc)

k
0 ,

discounting lower-ranked gc occurrences.

• Mean MRR@k = Ec

[
I{gc ∈ (Lc)

k
0} · 1

r(gc)+1

]
This metric aggregates the ranked presence of gc in (Lc)

k
0 .

We apply the following filters: (i) As part of the post-
processor, Φ, we count recommended items which are within
an edit distance of 2 from the ground truth items as correct. (ii)
We exclude conversations where previously-mentioned items
are recommended, e.g. S: I want something with drama. R:
How about The Theory of Everything? S: No, it should be based
in the USA. R: Ok, how about Spider-Man: Across the Spider-
Verse? S: No, it should be realistic. R: R: How about The The-
ory of Everything? (iii) We only consider turns at which the
recommendation is made.

INSPIRED Dataset For our experiments, we utilize the
INSPIRED dataset [7, 32]. In this dataset, pairs of crowd-
workers recommend movies to each other, with one acting as
“seeker” and the other acting as “recommender” to simulate a
user interacting with a CRS. We select 228 dialogues and con-
duct experiments on the selected INSPIRED dataset. Detailed
in the next section, we apply our synthetic WSSE process to
create multiple datasets Dr : r ∈ {0.0, 0.1, ..., 1.0}, where r is
the percentage of synthetic WSSE present.

Large Language Models We investigate two types of
LLMs in our study: API-based, and open-source. These
LLMs serve as F , the large language model backbone for
the conversational recommender system. We generally opt
to use smaller, distilled versions of the models for compati-
bility with edge devices. Open-sourced LLMs are runnable
via a local machine, as the organization releases the model
parameters. We use Llama3-8B-Instruct2 [20], and
Mixtral-8x7B-Instruct-v0.1 [21] with 4-bit quanti-
zation. For both, we set the temperature to 1 × 10−3, the max
tokens to 512, and run on a server with four 24GB NVIDIA
A5000 GPUs. API-based LLMs are only accessible via an API,
as the organization does not release the model parameters. We
use gemini-1.5-flash-8b [4]. We set the temperature
to 0.1, and the max tokens to 512. We notice that for a small
number of requests, the API responds with Finish Reason 4:
“Meaning that the model was reciting from copyrighted mate-
rial.” In these cases, we follow a 2-step process to resolve the
requests: (i) we prepend “Do not respond with any copyrighted
material. ” to the prompt. (ii) If that does not resolve the issue,
we exclude the sample (this occurs in < 1% of cases). We use

2https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct



NDCG@5

NDCG@50.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.076 17.58 16.77 7.04 13.65 7.43 12.57
mixtral 0.051 6.81 7.63 2.63 6.40 2.92 8.95
gemini 0.056 -8.21 -13.00 -11.90 -17.14 -1.94 -6.48
gpt-4o 0.105 -13.20 -13.71 -6.87 -12.36 -16.80 -14.02
gpt-4o-mini 0.083 3.85 -4.86 -4.71 -20.74 -12.99 -25.06

NDCG@10

NDCG@100.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.091 9.70 17.00 9.31 13.21 1.34 12.07
mixtral 0.068 0.19 -1.56 1.75 2.86 8.11 15.40
gemini 0.068 -2.27 -8.80 -11.90 -3.84 -1.50 -5.72
gpt-4o 0.126 -9.73 -10.44 -6.53 -15.10 -18.38 -16.37
gpt-4o-mini 0.105 1.29 -6.82 -8.43 -24.80 -16.95 -28.20

Table 2: Best, Worst; Most Resilient , Least Resilient ; ∆r is
percent change in NDCG@k for D = r and D = 0.0.

MRR@5

MRR@50.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.067 17.18 16.00 8.29 13.63 6.52 12.09
mixtral 0.041 3.85 5.20 4.43 7.13 9.63 21.77
gemini 0.045 -6.67 -14.56 -12.81 -14.56 3.51 -6.84
gpt-4o 0.096 -12.74 -15.04 -9.94 -14.63 -16.43 -17.09
gpt-4o-mini 0.073 5.76 -5.32 -5.10 -22.80 -11.29 -25.19

MRR@10

MRR@100.0 ∆0.1 ∆0.2 ∆0.3 ∆0.5 ∆0.7 ∆1.0

llama 0.073 13.19 15.93 9.41 13.49 3.58 11.80
mixtral 0.048 0.10 -0.19 3.48 5.23 5.66 16.80
gemini 0.050 -3.49 -12.37 -12.63 -8.08 3.32 -6.71
gpt-4o 0.105 -11.03 -13.48 -9.26 -15.81 -16.96 -17.93
gpt-4o-mini 0.082 3.97 -6.41 -7.32 -24.64 -13.23 -26.76

Table 3: Best, Worst; Most Resilient , Least Resilient ; ∆r is
percent change in MRR@k for D = r and D = 0.0.

gpt-4o and gpt-4o-mini from OpenAI [28, 19].

4. Results & Discussion
We discuss the results of our experiments shown in Tables 1, 2,
and 3. Surprisingly, we find that some LLMs show improved
CRS performance in the presence of WSSE, while others are
vulnerable to added WSSE and show deteriorated performance.
In terms of initial performance, gpt-4o obtains the best per-
formance, and mixtral obtains the worst performance. How-
ever, gpt-4o degrades in performance with increased Syn-
WSSE, showing a 14.29% drop in Recall@5, a 9.73% drop
in NDCG@5, and a 12.74% drop in MRR@5 at D = 0.1. On
the other hand, mixtral generally improves in performance
with increased Syn-WSSE, showing a 11.76% gain in Re-
call@5, a 6.81% gain in NDCG@5, and a 3.85% gain in
MRR@5 at D = 0.1. Across the range of D, the most resilient
model is llama, even improving in performance (∆r > 0) in
all cases but one, followed by mixtral. gpt-4o-mini is
the least resilient , sustaining the largest drops in performance,
followed by gemini. gpt-4o-mini never improves in per-
formance, and gemini does in two cases.

4.1. Improved Performance ∆r > 0

Focusing our attention on the models that improved perfor-
mance with an increasing number of disfluencies, llama is
largely the most resilient model to WSSE disfluencies, improv-
ing in performance in the presence of Syn-WSSE as indicated
by the positive ∆r values. mixtral is also resilient, and also
improves in performance in many cases.

Interestingly, both major LLM architectures – single trans-
former and mixture-of-experts3 (MoE) – are represented in this

3MoE models consist of individual transformers linked together by

category: llama is a large transformer model, and mixtral
is an MoE model. We hypothesize that differences in pre-
training and post-training (i.e. RLHF, DPO, etc.) methods and
data impacts model resiliency, rather than the overall architec-
ture. We hypothesize that these models may have been trained
on synthetic disfluent training data [10, 18, 17] during pre-
training or post-training. Hence, the type of data that LLMs are
trained on has an impact on CRS performance.

Another perspective is that Syn-WSSE is a form of data
augmentation itself, introducing genre diversity into the in-
put text (by inserting the opposite genre into the text). The
WSSE may be introducing novel and diverse user interests
[22, 23, 24, 25] with the opposite genre augmentation. We hy-
pothesize that some models (i.e. llama and mixtral) are
able to take advantage of these novel and diverse genres for
increased performance – perhaps due to their pre-training and
post-training data and methods – while other models are not.

4.2. Deteriorated Performance ∆r < 0

Now turning to the models that deteriorated in performance
with an increasing number of disfluncies, gpt-4o and
gpt-4o-mini tie for the least resilient model to WSSE dis-
fluencies, degrading in performance in the presence of Syn-
WSSE as indicated by the negative ∆r values. gemini is also
not resilient, and also degrades in performance in many cases.

Naturalistic Disfluency Levels (∆0.1−∆0.3) In this range,
disfluency levels are the most naturalistic as compared to real-
world scenarios [11, 12]. gpt-4o is the least resilient model,
and consistently deteriorates in performance. MRR@5 is the
most impacted metric, dropping by 15.04% on D = 0.2 for
gpt-4o. Recall@10 is the least impacted, still dropping by
7.14% on D = 0.1 for gpt-4o. This indicates that disfluency
impacts the ranking of the recommended movies more than ab-
solute inclusion/exclusion in Lc.

Balanced Disfluency Levels (∆0.5) At D = 0.5, the half
of all genres have induced Syn-WSSE. gpt-4o-mini is the
least resilient , sustaining the largest percent drops in perfor-
mance with > 20% drops in all metrics. In all cases ex-
cept Recall@5, ∆0.4 and ∆0.6 are both greater than ∆0.5 for
gpt-4o-mini.

Extreme Disfluency Levels (∆0.6 − ∆1.0) In the range
of ∆0.6 − ∆1.0, disfluency levels are extreme. The purpose
of studying Syn-WSSE at these levels is to understand how
these types of errors are represented by LLMs, in how they
impact downstream task (CRS) performance in a stress test.
gpt-4o-mini is the least resilient , sustaining the largest per-
cent drops in performance with > 11% drops in all metrics.
Interestingly, this minimum drop is less than the minimum
> 20% drop in all metrics at the D = 0.5 disfluency level,
indicating that the model recognizes an over-abundance of gen-
res as a noisy signal.

4.3. Model Selection for CRS

In light of the differences in performance on the CRS task for
different backbone LLMs, we recommend testing CRS systems
with different backbone LLMs in the presence of Syn-WSSE
during development. Our study shows that the choice of back-
bone LLM is a critical design decision for real-world situations,
as this choice can impact system performance either positively
(∆r > 0) or negatively (∆r < 0).

a routing model, which forwards inputs to the “expert” transformer(s).
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