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Women and men’s discourse are different.
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These discourse-based masculine defaults are present in LLM embeddings.

Men:

Women:

We test for 
significant 
correlations between 
features, including 
gender and 
discourse topics. 

We find that there 
are discourse topics 
that have 
correlations with 
women or men. 

This means that, for 
example, women and 
men might use a 
different filler word.
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So we experiment with flipping the 
gendered discourse words for (s,s’) pairs. 
We measure the movement of s → s’ in the 
embedding space.

We find that men have a more stable/robust 
embedding representation than women w.r.t. 
discourse words – this is a representational 
harm & a masculine default.

𝛄: the # of discourse words flipped in s → s’
Percent: Avg. % of S segments which move closer to A_{m,w} after s → s’


