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The way we speak and write are different.



So he calls me up, and he’s like, ‘I still love you,’ and I’m like, I’m 
just, I mean, this is exhausting, you know – like we are never 
getting back together. Like, ever.

- Taylor Swift

The way we speak and write are different.
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just, I mean , this is exhausting, you know  – like  we are never 
getting back together. Like, ever.
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The way we speak and write are different.



● How can we monitor & identify discourse terms at scale ?

● Are discourse terms meaningful in LLMs  that are trained over 
this data?

We ask…



We propose the Gendered Discourse 
Correlation Framework (GDCF) to monitor & 

identify discourse terms at scale.



We find that women & men’s speaking patterns 
are different.

Men:

Women:



Is this difference reflected in LLM embeddings?

Men:

Women:



Yes. Women have a less stable/robust embedding 
representation than men.

𝛄: the # of discourse words flipped in s → s’
Percent: Avg. % of S segments which move closer to A_{m,w} after s 
→ s’

Men:

Women:



And this difference in embedding stability is a 
masculine default.

𝛄: the # of discourse words flipped in s → s’
Percent: Avg. % of S segments which move closer to A_{m,w} after s 
→ s’

Men:

Women:



For all the details, 
check out the paper!
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