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Gendered Discourse Correlation Framework (GDCF)

We obtain audio and text-based features for the Spotify Podcasts, 
and test for significant correlations between these features.



Gendered Discourse Correlation Framework (GDCF)



Discourse Word-Embedding Association Test (D-WEAT)

Sm: masculine → feminine discourse word replacement

Sw: feminine → masculine discourse word replacement

We set up an experiment to measure: 
What happens if we swap the discourse 

words? Does the sentence “move closer” 
to the other gender?

People have assumed 
until now that discourse 

words don’t really matter!



Impact of 𝞬 

In this example, 𝞬=1, because we 
do 1 discourse word replacement.

What is 𝞬?

Sm: masculine → feminine discourse 
word replacement

Sw: feminine → masculine discourse 
word replacement

What are Sm and Sw?
𝞬 𝞬

We also see that the overall gap is bigger for the Sw sentences than the Sm 
sentences – meaning men have a more robust discourse embedding 

representation than women.

We see that the embedding moves 
towards the feminine concept in 

the embedding space.

We see that the embedding moves 
towards the masculine concept in 

the embedding space.



Impact of τ

This variable is τ, the # of seconds 
we take from the podcast audio for 
our gender features in the GDCF 

pipeline.

 
τ

We see that the embedding moves 
towards the feminine concept in 

the embedding space.

What is τ?

 τ  τ
We see that the embedding moves 
towards the masculine concept in 

the embedding space.
Sm: masculine → feminine discourse 

word replacement
Sw: feminine → masculine discourse 

word replacement

What are Sm and Sw?

We also see that the overall gap is bigger for the Sw sentences than the Sm 
sentences – meaning men have a more robust discourse embedding 

representation than women.
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