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Abstract

We present PodChecker, a user-facing system for auto-
mated, claim-level fact-checking of podcast content. Pod-
Checker processes podcast audio or RSS feeds by transcrib-
ing episodes, extracting atomic factual claims, and assign-
ing each claim one of four fine-grained labels — true, false,
misleading/partially true, or unverifiable — using retrieval-
augmented verification. The system presents fact-checking
results at the level of individual claims, accompanied by
simple visual indicators and links to supporting/conflict-
ing sources. This design, implemented via an interactive
web-based interface, enables users to inspect fact-checking
outputs and underlying evidence directly, supporting inter-
pretable and critical engagement with long-form audio con-
tent. By presenting claim-level evidence and labels, Pod-
Checker assists both general listeners and professional fact-
checkers in assessing podcast factuality.

Code — https://github.com/annatastic/PodChecker

Introduction

Podcasts have become an important part of online informa-
tion ecosystems, serving as a venue for news consumption,
political discussion, and public commentary (Shearer et al.
2023; Litterer, Jurgens, and Card 2024). While audience
shares for traditional information media such as radio are in
decline, audience shares for podcasts are on the rise (Aubin
2023), increasing their role in shaping public understanding
of current events. The rise of podcasts as a dominant infor-
mation medium brings with it the challenge of maintaining
trustworthiness and credibility.

Compared to text-based media, podcasts pose distinct
challenges for assessing information quality. Episodes are
often long and conversational, with factual claims embedded
alongside opinions and anecdotes (Setty and Becker 2025).
Podcasts also tend to elicit relatively high levels of listener
trust, often attributed to parasocial relationships between
hosts and audiences (Johnson and McCall 2025; Schliitz and
Hedder 2022). However, podcast production and distribu-
tion generally involve limited editorial oversight. Together,
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Figure 1: PodChecker transforms podcast audio into
interpretable, claim-level fact-checks by performing (i)
transcription via whisper-small-en, (ii) atomic fac-
tual claim extraction via gpt—5-mini, and (iii) retrieval-
augmented verification of the extracted claims via sonar.

these characteristics amplify the potential impact of unver-
ified or misleading information in podcasts and underscore
the necessity of effective fact-checking mechanisms tailored
to this medium.

Fact-checking initiatives have traditionally relied on
crowdsourced efforts or specialized organizations such as
Snopes and PolitiFact (Pilarski, Solovev, and Prollochs
2024; Lee et al. 2025). Rather than replacing these impor-
tant actors, recent work has explored how automated systems
can scale and support fact-checking efforts. In particular, ad-
vances in large language models (LLMs) have enabled au-
tomated fact-checking and claim verification at scale (Kim
et al. 2024; Vykopal et al. 2024). LLM-based approaches
typically decompose content into atomic factual claims (Min
et al. 2023; Tang, Laban, and Durrett 2024) and verify each
claim using retrieved external evidence (Lewis et al. 2020;
Li et al. 2024). However, these methods have largely been
developed and evaluated on written text, and have not been
fully adapted to long-form spoken content such as podcasts.
Meanwhile, existing computational work on podcast fact-
checking has primarily focused on benchmark creation and
annotation (Chun et al. 2025; Setty and Becker 2025) rather
than developing end-to-end verification tools.

To bridge this gap, we present PodChecker, an LLM-
powered fact checking tool for podcasts and similar audio



You are a fact-checker. Please check the
accuracy of the provided claim, taking
into account any previous claims provided
as context. Return one of these ratings:
true, false, misleading/partially true,
unverifiable.

Do not add any explanations or extraneous
formatting.

Here are 4 examples:

Input: "Antonio Guterres is the UN
Secretary General"

Output: "true"

Figure 2: k-Shot Prompt for Fact Verification: To verify
claims generated in the claim extraction step, we instruct the
LLM to act as a fact checker and assign a label to each one.
Examples written by the authors are provided for guidance.

content. This end-to-end system leverages the strengths of
existing LLMs for claim-level, retrieval-augmented verifi-
cation. It allows users to upload samples of their choice and
performs claim extraction and verification, detecting true
as well as misleading and inaccurate claims and display-
ing them in an intuitive user interface. PodChecker empha-
sizes epistemic agency by enabling users to inspect the evi-
dence underlying each assessment, providing links for each
claim. In addition, the system presents an aggregated factu-
ality overview for each episode, supporting both high-level
assessment and deeper claim-level exploration.

PodChecker: An Interpretable Tool for
Automated Fact Checking

Podcast Location & Transcription. PodChecker takes an
input from the user in the form of an English language au-
dio file or an RSS feed link to the podcast of their choice. If
the RSS link is provided, the most recent episode is selected.
Users must also provide their API keys for OpenAl and Per-
plexity, which are used to make calls but are not stored.
The audio is then transcribed using Whisper’s small.en
model.

Claim Extraction. Once a transcript has been generated,
an API call is made to gpt-5-mini to perform atomic
claim extraction. Here, gpt-5-mini is given a 1-shot
prompt to break down the transcript into independent fac-
tual claims, building on the Min et al. (2023) prompt.

Fact Verification. Perplexity’s Sonar model is used to
check each claim one by one and assign one of four labels:
TRUE, FALSE, MISLEADING/PARTIALLY TRUE, and UN-
VERIFIABLE. As shown in Figure 2, we implement a 4-shot
prompt with one example per label category, and included
at most five most recent previous claims in the prompt for
context. This model was chosen because of its real-time web
search capabilities; we found that its retrieval approach helps
improve speed and mitigate hallucination of source URLs.!

"We found that gpt and gemini models tended to hallucinate
non-existent URLSs.

& Return to upload page to start a new analysis.

Sample Report

Figure 3: PodChecker User Interface: PodChecker ingests
podcast audio or RSS feeds and outputs fact-checking re-
sults in a table with visual indicators and relevant links.

We then collect both the generated label and the search re-
sult URLSs that were gathered by Sonar. Using a dataset of
source credibility ratings for news domains from Carragher,
Williams, and Carley (2024), we identify search result URLSs
from domains that have a reliability score of >= 5 (on a
scale of 1-6) and annotate them by stars on the UI to signal
when the factuality label is backed by a credible source.

User Interface. The front end of this application provides
an intuitive interface for users to submit podcast audios?,
view factuality analysis results, and download a report. Pod-
Checker’s landing screen features options to provide a pod-
cast episode audio and API keys. We also provide three
pre-processed examples drawn from short podcast excerpts
(Clifton et al. 2020; Reuters 2025; O’Reilly 2025) for users
to select and view.

After running the system on a specific podcast, the results
are displayed in a table format with each claim that was
extracted from the podcast sample, its factuality label ac-
companied by an intuitive symbol, and the linked sources
used to support the verification. A panel at the top of the
screen displays the percentage of claims falling into each la-
bel category, allowing for a quick high-level judgment of the
episode’s factuality. Metadata — such as processing time — is
also displayed for reference. Users can opt to download the
results as a report in json format.

Example Users

PodChecker is primarily useful for assisting with the fact
checking process for podcast episodes and other spoken con-
tent discussing politics and current events. Fact checking is
often time consuming and laborious — our tool speeds up
this process. We view it as a starting point for two key users:
general podcast listeners and professional fact-checkers.

2Although the system is API-based, it operates only on user-
supplied inputs and does not ingest, store, or redistribute third-party
datasets. Users may submit podcast audio or excerpts that they are
authorized to use in accordance with the original data licenses.



General Podcast Listeners. It is not always clear how
factual the information in a podcast is: PodChecker helps
address this concern for general listeners, who can use the
tool to gauge the approximate accuracy of the host’s claims,
with a quick visual gauge, and the sources allow listeners
to further explore topics, supporting their epistemic agency.
Listeners can also use PodChecker to assist with the process
of choosing a podcast to listen to.

Professional Fact-Checkers. Rather than conducting the
entire fact-checking process manually, fact-checkers and
journalists who work with podcasts can use this tool to as-
sist them in their work. One approach could be to use Pod-
Checker results as a draft or reference to catch ‘obvious’
cases, and then manually refine the more ambiguous cases.
We hope that using PodChecker as a companion can help
professionals make their work more scalable.

Conclusion

With podcast popularity showing no signs of slowing down,
the question of factuality and misinformation in this unique
medium is highly relevant. The advances of LLMs have
made it possible to automate the detection and verification
of factual claims. PodChecker is an end-to-end tool that
leverages these capabilities to fact-check podcast episode
audio. PodChecker follows a three-stage pipeline of tran-
scription, atomic claim extraction, and claim-level retrieval-
augmented verification, and presents the results via an in-
tuitive UI. Future work may systematically evaluate LLM
strengths and limitations in fact-checking long-form conver-
sational audio. Our system serves as a move toward com-
bating misinformation in the podcast medium, encouraging
accountability for creators and empowering listeners to take
control of their information diets.

Limitations and Future Work

As with prior automated fact-checking systems, Pod-
Checker’s assessments may reflect errors arising from tran-
scription noise, claim decomposition, or limitations of the
retrieval-based verification model, and should be interpreted
as probabilistic signals rather than definitive judgments. At
the moment, the tool is only available for audio in English.
In future iterations, we aim to add new features, such as
feedback functionality for users and agentic sourcing of RSS
feeds based on podcast titles.

A natural next direction for PodChecker is a performance
analysis: future work can compare how human annotators
and LLMs understand podcast episode content, extract fac-
tual claims, and assign source-supported labels. Work like
this can lead to empirical system improvements as well as
a greater understanding of LLMs and fact-checking in the
context of podcast media.
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Paper Checklist
1. For most authors...

(a) Would answering this research question advance sci-
ence without violating social contracts, such as violat-
ing privacy norms, perpetuating unfair profiling, exac-
erbating the socio-economic divide, or implying disre-
spect to societies or cultures? Yes

(b) Do your main claims in the abstract and introduction
accurately reflect the paper’s contributions and scope?
Yes

(c) Do you clarify how the proposed methodological ap-
proach is appropriate for the claims made? Yes; we
discuss the methodology of the system to back up
claims about its usage.

(d) Do you clarify what are possible artifacts in the data
used, given population-specific distributions? Yes; we
acknowledge that podcast inputs reflect only English
language audio on politics and current events topics.

(e) Did you describe the limitations of your work? Yes,
the limitations are described in the section “Limita-
tions and Future Work.”

(f) Did you discuss any potential negative societal im-
pacts of your work? No, because this is a demo paper
with limited space.

(g) Did you discuss any potential misuse of your work?
No, because this is a demo paper with limited space.
However, we mention that PodChecker is a compan-
ion in the fact-checking process that produces proba-
bilistic signals to discourage user overreliance on its
automated assessments.

(h) Did you describe steps taken to prevent or mitigate po-
tential negative outcomes of the research, such as data
and model documentation, data anonymization, re-
sponsible release, access control, and the reproducibil-
ity of findings? Yes, we mention that the system does
not store users’ personal information (API keys) or
third-party datasets

(i) Have you read the ethics review guidelines and en-
sured that your paper conforms to them? Yes

2. Additionally, if your study involves hypotheses testing...

(a) Did you clearly state the assumptions underlying all
theoretical results? NA

(b) Have you provided justifications for all theoretical re-
sults? NA

(c) Did you discuss competing hypotheses or theories that
might challenge or complement your theoretical re-
sults? NA

(d) Have you considered alternative mechanisms or expla-
nations that might account for the same outcomes ob-
served in your study? NA

(e) Did you address potential biases or limitations in your
theoretical framework? NA

(f) Have you related your theoretical results to the existing
literature in social science? NA

(g) Did you discuss the implications of your theoretical
results for policy, practice, or further research in the
social science domain? NA

3. Additionally, if you are including theoretical proofs...

(a) Did you state the full set of assumptions of all theoret-
ical results? NA

(b) Did you include complete proofs of all theoretical re-
sults? NA

4. Additionally, if you ran machine learning experiments...

(a) Did you include the code, data, and instructions
needed to reproduce the main experimental results (ei-
ther in the supplemental material or as a URL)? NA

(b) Did you specify all the training details (e.g., data splits,
hyperparameters, how they were chosen)? NA

(c) Did you report error bars (e.g., with respect to the ran-

dom seed after running experiments multiple times)?
NA

(d) Did you include the total amount of compute and the
type of resources used (e.g., type of GPUs, internal
cluster, or cloud provider)? NA

(e) Do you justify how the proposed evaluation is suffi-
cient and appropriate to the claims made? NA

(f) Do you discuss what is “the cost* of misclassification
and fault (in)tolerance? NA

5. Additionally, if you are using existing assets (e.g., code,
data, models) or curating/releasing new assets, without
compromising anonymity...

(a) If your work uses existing assets, did you cite the cre-
ators? Yes. Creators of datasets and podcasts are cited
as references; AI/ML tools used in the system are cited
via URLs in Table 1

(b) Did you mention the license of the assets? Yes, where
applicable. The license for the Spotify Podcast Dataset
is discussed in Footnote 2 and Table 1

(c) Did you include any new assets in the supplemental
material or as a URL? Yes, they are included as a
GitHub repository link.

(d) Did you discuss whether and how consent was ob-
tained from people whose data you’re using/curating?
Yes, where applicable. The Spotify Podcast Dataset is
used in accordance with its publicly documented li-
cense. The remaining podcast content consists of ac-
cessible episodes produced for public dissemination,
and was limited to short excerpts and cited.

(e) Did you discuss whether the data you are using/cu-
rating contains personally identifiable information or
offensive content? No; the assets used do not contain
personal or private information or offensive content

(f) If you are curating or releasing new datasets, did you
discuss how you intend to make your datasets FAIR
(see 7)? NA

(g) If you are curating or releasing new datasets, did you
create a Datasheet for the Dataset (see ?)? NA



Table 1: External Components Used in PodChecker

Tool

Purpose

Link

Whisper small.en
gpt-5 mini
Sonar

Spotify Podcast Dataset

A speech recognition model used to transcribe audio in-
puts.

A LLM from OpenAl used to extract atomic claims from
transcripts.

A search LLM from Perplexity with real time web search
capabilities used to fact-check each claim.

A corpus of 100,000 podcasts, one of which was sampled
for demonstration of PodChecker, licensed under a Cre-
ative Commons Attribution license.

https://huggingface.co/openai/
whisper-small.en
https://platform.openai.com/docs/
models/gpt-5-mini
https://docs.perplexity.ai/getting-
started/models/models/sonar
https://research.atspotify.com/
publications/100000-podcasts-a-
spoken-english-document-corpus
https://creativecommons.org/licenses/
by/4.0/

6. Additionally, if you used crowdsourcing or conducted
research with human subjects, without compromising

anonymity...

(a) Did you include the full text of instructions given to
participants and screenshots? NA

(b) Did you describe any potential participant risks, with
mentions of Institutional Review Board (IRB) ap-

provals? NA

(c) Did you include the estimated hourly wage paid to
participants and the total amount spent on participant

compensation? NA

(d) Did you discuss how data is stored, shared, and dei-

dentified? NA



