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● Google ASR transcribes hardly any uhs or ums. 
● Same trend as small-scale in RQ2: WhisperX transcribes more 

INTJ nodes, while Google ASR transcribes more EDITED nodes 
– however Google ASR transcribes more PRN nodes.
○ We hypothesize this is due to the vocabulary diversity of 

WhisperX versus that of Google ASR.

Paper, code, project website 
with annotation guidelines & 
extended results, and more!

● We evaluate the disfluency capabilities of two ASR systems – 
WhisperX [1] and Google ASR [2] – in terms of their interactions 
with a parsing-based disfluency annotation model [3].
○ Why? It’s natural for application developers to plug an 

ASR-created transcript into a disfluency removal model.
○ 4-6% of non-scripted speech is disfluent [4]. 
○ We use [3] to annotate the 3 types of disfluencies:

(i) interjections (INTJ) – ex: let’s go to the uh store today
(ii) parentheticals (PRN) – ex: let’s to go the store, wait no, 
the movies today
(iii) edited nodes (EDITED) – ex: let’s to go the store, wait no, 
the movies today

● We use the Spotify Podcasts Dataset [5] for our analysis.
○ We obtain ground truth transcripts via human annotations 

(N=3).

Introduction & Experimental Settings

RQ2 (10 episodes): How does the choice of ASR system (WhisperX, Google ASR) impact the specific 
disfluency types which are transcribed (as compared to the human-annotated ground truth)?

RQ3 (82,601 episodes): Are these findings consistent at a large scale?

RQ1 (10 episodes): How does the choice of ASR system (WhisperX, Google ASR) impact performance 
(as compared to the human-annotated ground truth)? 
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Conclusion

● While WhisperX performs 
better overall in terms of 
automated metrics, 
Google ASR outperforms 
WhisperX in WIL and 
BLEU for specifically 
non-scripted podcasts.

● WhisperX transcribes closer to the ground truth number 
of uhs, ums, and INTJ nodes than Google ASR.
○ The ground truth number of uhs and ums is higher. 

● Google ASR transcribes closer to the ground truth 
number of EDITED nodes than WhisperX.

● WhisperX and Google ASR transcribe the same number 
of PRN nodes.

These results suggest that it may be beneficial to 
select an ASR system based on the distribution 

of disfluent node types present in the data.
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