Introduction & Experimental Settings

e \Ve evaluate the disfluency capabilities of two ASR systems —
Podcast [1] and [2] — In terms of their interactions
Episod : WhisperX .
Ao (> WX —> qonccrip Adtomated \yith g [3].
o R Metrics o Why? It's natural for application developers to plug an
oogle : : :
episodes |||| |||||—*—’ Google ASR —> “rranscript [ ASR-created transcript into a disfluency removal model.
zrves —t amonten O 4-6% of non-scripted speech is disfluent [4].
Annotators > Transcript - o We use [3] to annotate the 3 types of disfluencies:
(1) interjections (INTJ) — ex: let’s go to the uh store today
Podcast ' : ) :
Episode (i) parentheticals (PRN) — ex: let’s to go the store, wait no,
Audio .
—> Wisporx > MinisperX R the movies today | |
812’631 “lll"l"_4 L | K (ii1) edited nodes (EDITED) — ex: let’s to go the store, wait no,
episodes .
g > Googensn —» C0WleASR a— the movies today |
10 minutes e \We use the Spotify Podcasts Dataset [5] for our analysis.
o We obtain
RQ1 (70 episodes): How does the choice of ASR system ( : ) impact
?
e While Wh |spe.rX performs Character-level Word-level Sentence-level
better overall In terms of CER () WER () WIL () | ROUGE-L (1) BERTScore (1) BLEU (1)

' . Google ASR | 3.464,07 7.39 1299 15.021167 | 93.83 1246 97.66+1231 85.09102132
aUtOmated metrICS’ Scrlpted WhisperX 1.87i1.49 3.36i1,37 14-01i2.45 97.41i().93 99.03i0.53 86.24i1,12
Google ASR outperforms  eeen e Google ASR | 8.87 1505 12.98 696 _15:03:067 | 90.48s0s 96.29.12.07 8485 5 |
Whisperx in WIL and P WhisperX 6.05 577 9.74_ 5 3, 15.324097 | 93.34 59 97.40- »5 84.71 1196

. All Google ASR 6.71i5.37 10-47:1:6.18 15.02:&1.09 91.82:1:4.39 96.84:&1,86 84-95i1.18
BLEU for SpeCIflca”y WhisperX 4.38 3 64 7.194 5 14.79 173 | 94.97 1327 98.05+ 130 85.321 173
non-scripted podcasts.
RQ2 (70 episodes). How does the choice of ASR system ( : ) impact
?
: : Ceun” Cam» Cintg Cery CepITED
e \WhisperX transcribes closer to the ground truth number Groond Trath 10 5 [.00cs 025205 058400,
of uhs, ums, and INTJ nodes than Google ASR. Scripted ~ Google ASR | 0 0 1.00-05, 0 1.50+1 1
o The ground truth number of uhs and ums is higher WhisperX 0 0 i o0
g _ g ] Ground Truth 1.67:|:1,97 1.33:{:1.21 9.06:1:6,81 2-00:}:2.38 5.33;{;4,25
e Google ASR transcribes closer to the ground truth Non-Scripted Google ASR | 0 0 6334532 2174203 5.334250
number of EDITED nodes than WhisperX. Grownd Teath [ 100 2 08021 58T 9 305 3050
e \WhisperX and Google ASR transcribe the same number All Google ASR | 0 0 4201485 1301245 3.80420s
Of PRN nodeS. Whispel‘X 0.20:&0,63 0.40:&(),70 5.00:]-_—6.04 1.30:1:2.11 2.50:{:2,68

RQ3 (82,601 episodes): Are these findings consistent at a large scale?
e Google ASR transcribes hardly any uhs or ums.

e Same trend as small-scale in RQ2: WhisperX transcribes more
INTJ nodes, while Google ASR transcribes more EDITED nodes [ Google ASR | 0.09035 0.251070 48.02437.12 12.715 1120 30.26+ 1371
— however Google ASR transcribes more PRN nodes. WhisperX | 1.381503 1.69:+314 50.9013085 10.84:4979 16.711958

Can Ccam” Cinty CprN CepITED

o We hypothesize this is due to the vocabulary diversity of

WhisperX versus that of Google ASR.
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These results suggest that it may be beneficial to

3] P. J. Lou and M. Johnson, “Improving Disfluency Detection by Self-Training a Self-Attentive Model,” in ACL, 2020. SeIeCt dain ASR SyStem based on the d iStri bUtion

4] E. Shriberg, “Preliminaries to a Theory of Speech Disfluencies,” Ph.D. dissertation, 1994.
5] A. Clifton, et al., “100,000 Podcasts: A Spoken English Document Corpus,” in COLING, 2020.

of disfluent node types present in the data.
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